
X = (X1, ...,Xn) ∼ Bern(𝜃)

Насколько легко оценить параметр в зависимости от того,

чему равно его истинное значение?

Цель: определить информацию о параметре 𝜃,
которую несет выборка X .









Наблюдения:

1. Чем острее пик, тем больше LX (𝜃) реагирует

на 𝜃 в окрестности максимума

=⇒ проще оценить 𝜃

=⇒ выборка содержит больше информации о 𝜃

2. Чем острее пик, тем больше в нем дисперсия 𝜕 log LX (𝜃)
𝜕𝜃

3. Информация Фишера выборки X о параметре 𝜃:

IX (𝜃) = D𝜃
𝜕 log LX (𝜃)

𝜕𝜃









Наблюдения:

1. Чем острее пик, тем больше LX (𝜃) реагирует

на 𝜃 в окрестности максимума

=⇒ проще оценить 𝜃

=⇒ выборка содержит больше информации о 𝜃

2. Чем острее пик, тем более вогнута LX (𝜃)

3. Информация Фишера выборки X о параметре 𝜃:

IX (𝜃) = −E𝜃
𝜕2 log LX (𝜃)

𝜕𝜃2






